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Context-aware collaborative pushing of heavy objects
using skeleton-based intention prediction
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Abstract—In physical human-robot interaction, force feed-
back has been the most common sensing modality to convey the
human intention to the robot. It is widely used in admittance
control to allow the human to direct the robot. However, it
cannot be used in scenarios where direct force feedback is not
available since manipulated objects are not always equipped
with a force sensor. In this work, we study one such scenario:
the collaborative pushing and pulling of heavy objects on
frictional surfaces, a prevalent task in industrial settings. When
humans do it, they communicate through verbal and non-verbal
cues, where body poses, and movements often convey more
than words. We propose a novel context-aware approach using
Directed Graph Neural Networks to analyze spatio-temporal
human posture data to predict human motion intention for non-
verbal collaborative physical manipulation. Our experiments
demonstrate that robot assistance significantly reduces human
effort and improves task efficiency. The results indicate that
incorporating posture-based context recognition, either together
with or as an alternative to force sensing, enhances robot
decision-making and control efficiency.

I. INTRODUCTION

Predicting human intention is critical for integrating robots
into human environments. Humans seamlessly communicate
their intentions verbally or non-verbally (e.g., vision, hap-
tics), exchanging information and intentions through expe-
riences. Especially in collaborative tasks, humans commu-
nicate naturally through body poses and movements rather
than explicit communication [1]. For example, when two
people carry a heavy object together, they rely on haptic
feedback, body language, and task understanding rather than
continuous verbal instructions. The information combined
among agents, environments, and tasks defines a context that
enables a shared goal to be achieved [2].

Using direct force feedback is a natural and effective
way of achieving non-verbal communication. Accordingly,
admittance control has been the predominant approach in
physical human-robot interaction (pHRI) [3]. However, direct
force feedback is not always available, such as when the
manipulated object is deformable or when human force
interacts with external forces. In those cases, the robot must
gain context awareness through other modalities. We study
this problem through the novel collaborative task of pushing
and pulling heavy objects on a frictional surface, illustrated
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Fig. 1: The task is split into three possible movements: when the
human intends to push, pull, or stay idle. The collaborative robot
predicts the intended motion from the human skeleton tracking data
to act appropriately in the context.

in Fig. |1} It is a task with high demand in industry [4] and
preferred in situations where objects are bulky or heavy [5].

Moving heavy objects on a frictional surface is a common
task that human pairs tackle collaboratively by holding the
object on opposing sides and applying force in the same
direction by pushing or pulling. Synchronizing the force
timing and direction is vital to the task’s success. Unlike the
classic collaborative carrying problem [6], the forces cannot
be directly transmitted to the partner since they are subjected
to the friction force, as explained in Sec. Also a human-
side sensor is not feasible as it requires either equipping each
object with a force sensor or measuring human wrist force
at the world frame. Common haptic gloves have sensors on
their fingertips that measure the grasping force, rather than
the wrist force, as we need in this problem.

The efficiency and success of this task heavily depend
on the robot’s ability to understand and predict the human
operator’s intentions. Human pose, as a non-verbal commu-
nication cue, presents a rich source of information that can be
leveraged for intention prediction in pushing and pulling as
humans adapt their body pose accordingly [7]. Raw skeleton
data cannot be directly used in the decision-making process.
To address this, we employ a context-aware approach by
capturing human temporal data and training a Directed Graph
Neural Network (DGNN) [8] to infer task timing and human
intention.

The primary objective of this paper is to bridge the identi-
fied gap with a novel approach that integrates context-aware
human intention detection using pose analysis for a pHRI
task within dynamic environments. Specifically, we present
it on the novel task of collaborative pushing large objects
on frictional surfaces. Our real-world robotic experiments
show that our method facilitates natural and smooth HRI
during the task, which involves pushing, pulling, and the
transitional motions in between. The context-aware robot
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assistance significantly reduces human effort without any
training. Our study adds valuable insights into human-robot
collaboration in dynamic tasks, which require agents to better
understand their nonverbal cues and combine their efforts.

II. RELATED WORKS

Interpreting human intentions requires more than merging
sensor data [9]. There is a need to develop techniques to
understand the task context [2], [10]. Multi-modal context-
awareness in pHRI is not a well-explored topic in the robotics
literature. The past works mainly focused on the coexistence
of robots and humans such as collision avoidance [2],
[11], hand gesture recognition [10] and investigating social-
cognitive interactions [12]. Approaches that learn physical
interaction context depend mainly on direct force feedback
[13] or use other modalities such as gaze tracking to augment
the primarily force-based interaction [14]. Unlike the existing
works, we focus on indirect pHRI where force feedback is
not sufficient to solve the problem. We explore the collab-
orative pushing and pulling task that necessitates context-
awareness while being physical.

The task of moving objects by sliding them has been
studied using humanoids and humanoid-like [15]-[18],
wheeled robots [19]-[21], and by robotic manipulators [22]—
[24]. However, collaborative scenarios remain unexplored in
which a human and robot must slide an object due to inability
or preference (e.g., greater energy efficiency). In industries
like automotive, 10% of tasks involve pushing and pulling,
with 40% of those tasks requiring movement of objects over
200 kg [4], [5], indicating a need for robotic systems to assist
humans in collaboratively pushing and pulling objects.

Due to its complexity and wide range of applications,
collaborative object carrying has been a subject of interest
for several studies among HRI [6]. The benchmark involves
a human and a robot holding a rigid object off the ground to
move the object toward a desired position. This scenario can
be varied in several ways, including overcoming different
obstacles [25], [26], moving objects in a virtual environment
through haptic interfaces [27], multiple agents [28], and non-
rigid objects co-carrying [29].

The complexity of detecting human intention increases
significantly when an object is placed on a surface compared
to when it is carried. Consider the benchmark scenario where
the intention is identified through the exchange of forces
measured by a force-torque sensor at the robot’s wrist [6],
[25]. However, detecting the human’s intention of movement
using only a force-torque sensor when sliding is impractical.
For instance, when the object is moving, friction forces,
inertia, and the combined forces exerted by both the robot
and the human result in a net force that the sensor measures,
making it impossible to decouple the human force. When
the velocity is null, the sensor at the robot’s wrist will
not measure any forces until the object starts to move and
overcomes static friction [30].

Current studies predominantly address scenarios where
robots and humans lift and carry objects, using force-torque
sensors to detect intentions or robots autonomously execute
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Fig. 2: The information flow in our system. The independent bodies
of the human, object, and robot interact by direct forces f,, f, and
f .- Human intention is predicted using human posture sensing, and
object friction information is discovered using the robot-side F/T
sensor. Intention vector ¢, and compensation force feom are used
by the assistance controller to generate the desired robot forces f
that are aligned with the expected human forces.

the task. However, these approaches face significant limita-
tions when applied to sliding tasks due to the complexity
of accurately interpreting the combined forces. Our research
aims to solve this problem by leveraging human body pose
tracking to achieve context-aware human-robot collaboration.

III. COLLABORATIVE PULL-PUSH

The collaborative pushing problem involves interaction
between 3 bodies: the human, the object, and the robot.
Although the object is passive, it reacts to the other entities
due to frictional force and inertia. We illustrate the flow
of forces between these bodies in Fig. [2| From the robot’s
perspective, it is impossible to distinguish the human force
and friction force using its force-torque (F/T) sensor. The
sensor measures the compression force between the object
and the robot (f,) which is the net value of the forces applied
by the human to the object (f};,), the friction forces between
object and surface (f ), in quasi-static case:

Fr=—Fn+ Ty (L

Thus, f; cannot be decoupled solely from the sensor’s
measurements. Consequently, an admittance controller is
unfeasible for the collaborative pushing task, as it requires
human force information to render the desired admittance to
the human operator.

Since it is impractical to attach sensors to every moveable
object or measuring the human wrist force directly, we
answer this problem by tracking the human posture. This
approach also enables choosing the most convenient grasp
location for moving the object rather than being restricted
by where sensors are attached. We leverage this information
to predict the human intention (Sec[lII-B)) and set the context
of the assistive controller (Sec. [[II-C).

We track the human posture in form of skeleton data,
collected using wearable inertial measurement units (IMU)-
based Xsens sensors, without any camera. Other human pose
measurement techniques, such as RGB cameras, might also
be used for this purpose, bringing their own advantages and
disadvantages [31].



In summary, our system uses two data sources, human
posture and robot-side force, to achieve context-aware col-
laborative pushing as illustrated in Fig.[2] We use the robot’s
F/T sensor for a brief object exploration without the human.
Temporally removing the human factor f, allows us to
identify f.om,, the absolute force value that compensates for
the static friction for a given object. The exploration is done
once per object. Later, the F/T sensor is used as feedback for
the force controller during the manipulation (Sec. [[II-D). The
assistance controller uses both human and object information
to set the force targets f,;, which is converted to low-level
control signal u by the force controller.

In the following sections, we first analyze the task and
then introduce the components of our system.

A. Task modeling

The task of repositioning heavy objects is depicted in
Fig. [l We assume an object that is rigid and too heavy
to be lifted, demanding to be moved by exerting forces in
the direction of the desired movement. The movement is
executed along 1-DoF for d meters, either pushing (—z) or
pulling (4z). In both cases, the robot is supposed to identify
the human’s intention and provide help for the task. Although
the proof of concept here is done in 1-DoF, the formulation of
our method is presented in matrix form to depict the general
feasibility of extending it to planar motion.

The friction forces f; are modeled mostly as Coulomb’s
model [30]. When the object has null velocity, the friction
force has a value between the net external forces applied to
it (in this case, the human and robot’s forces) and the peak
of the static friction usf,, where p is the static friction
coefficient and f,, is the object’s weight. Looking through
the task point of view, one may notice that for the robot to
start giving assistance through a purely reactivate controller,
such as admittance or force control, the human should first
apply enough force to break static friction and start moving
the object, until the robot can measure any force f,>0. If
the object is heavy, breaking static friction may be difficult
and tiring for humans. This poses an additional reason to use
a human motion intention prediction approach, in addition to
the information decoupling issue mentioned earlier.

B. Intention prediction

We illustrate the real-time intention prediction task in
Fig. B} Given a time window of input data X, compute the
human intention label Y after a given time offset. This can
be modeled as a supervised learning problem (classification
or regression). In this work, we use the skeleton data Xp
as the input because it preserves the meaningful structure
of the human posture information. X includes the joint
(3-D position) and the bone data (difference between the
connected joint positions) of the human as shown in Fig. 4
The output is the intention vector %; that indicates the
desired motion for each dimension ({pull, idle, push} or
{=1,0,41}). In this work, we study the one-dimensional
case as a proof of concept, thus, only the x-dimension is
predicted, and others are assumed to be zero.
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Fig. 3: We formulate the intention prediction problem as computing
the output class (orange: push/idle/pull) given a time window of
input features (blue: 3D joint and bone data). In this work, we set
the window size and prediction offset as 0.5 s and 0.25 s.
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Fig. 4: Visualisation of the push (left) and pull (right) actions during
runtime. The measured object velocity (green) and the intention
prediction output (red) are also shown as arrows. The figure also
shows examples of bone and joint data.

We adopt the DGNN method [8], a state-of-the art action
recognition method. It retains the structure of the skeleton
data in the form of a directed graph and leverages the
dependencies between joints and bones. The network updates
attributes of vertices and edges in multiple layers, extracting
local information in lower layers and more global semantic
information in higher layers. Temporal dynamics are mod-
eled using convolutions along the temporal dimension, which
decouples spatial and temporal modeling, allowing efficient
and effective spatiotemporal information extraction.

This method was originally used for classifying action
sequences where the whole sequence had a single label [8].
In our case, the action label changes at each time frame,
thus we re-model the problem as shown in Fig. [3] where the
prediction is done online in real-time.

We used a shallower neural network than [8] as our
problem contains 3 classes compared to the 60 classes.
For the best fit, we used a network of 3 graph temporal
networks (GTN) of 32, 64, and 64 channels, respectively.
We also applied dropout (p = 0.3) after the 3" GTN and
finished with 2 fully connected layers. The network has 3
outputs for 3 classes y;,j = 1,2,3. The class with the
highest value is selected: ¢;, = argmin; y;. We also added
a preprocessing step to transform all joint data to have the
pelvis as the reference frame. This allowed our data to be
independent of the starting position. We discuss the training
results later in Sec. [[V-B| after introducing our dataset in
Sec. however, our design choices for preprocessing
and architecture are influenced by the training performance.



Fig. 5: a) The user wears the Xsens markers for skeleton tracking;
b) An F/T sensor is attached between the human-side handle and the
box; ¢) An Optitrack marker is attached to the object for tracking
its pose @p; d) A rigid wooden box filled with heavy items; e) The
robot grasps the other handle using an anthropomorphic robotic
hand; f) A 6-DoF position-controlled robot arm with a wrist F/T
sensor. We also indicate the x-axis of the robot’s reference frame.

TABLE I: Description of the experiments

Exp. Participant  myp,, [kg]  Task time [s]  feom [N]
1 1 27.7 6 65
2 1 27.7 10 65
3 1 36.0 6 80
4 1 36.0 10 80
5 2 36.0 6 80
6 2 36.0 10 80

C. Assistive Controller

We use the predicted intention %; and the compensation
force f.om,m information in the assistive controller to deter-
mine the desired force f; (Fig.[2). The robot acts simply as
a follower, applying force in the same direction as the human
intention suggests. When the predicted intention changes
(i, € {—=1,0,+1}3 for pull, idle, push) we set the target
force accordingly as f,; = 5 feom- However, since the values
of %5, are discrete, we linearly change the force in a transition
phase that lasts 1 s. Also, note that we set the y and z axes
of %;, to zero in this work.

We filter the intention output due to the high variance in
state transitions between idle and push-pull states and noise
in human pose and F/T measurements. For this purpose, we
use the average value of the last 15 values of the outputs y;.
The prediction runs at 100 Hz, thus the filter delay is 75 ms.

The experiments use a position-controlled 6-DoF Uni-
versal Robot model UR16. The robot’s end-effector has a
coupled F/T sensor, and the compliant SoftHand is used as
an end-effector to grasp the box’s handle. The low-level force
control model is presented in the following section.

D. Force Controller

Our position-based force controller outputs a correction on
position given an error on force:

u:Kf(fd_fr)a fd:ih.fcom- 2

where f, and f, are the desired force and the force
measured by the robot, K is a proportional force gain and u
is the control action as a correction in position. We set f; as
the intention detection index ¢; multiplied by the magnitude
of an assistive force f..,, to compensate for friction force.
We use the same f.,,, value in both static and motion

cases, which can lead to more help more than the friction
compensation in dynamic cases.

IV. EXPERIMENTS

We run real-robot human interaction experiments to vali-
date our system as a whole. Our experiment setup consists
of a stable plane (metal table), a heavy object (a wooden box
filled with objects), a human user, and a robotic assistant (6-
DoF robot arm), as depicted in Fig. [5] Our sensors include
the Xsens markers for skeleton tracking, an F/T sensor on
the human-side handle, another F/T sensor on the robot’s
wrist, and an Optitrack marker for object tracking. Note
that our approach utilizes only the robot-side F/T sensor
and the Xsens markers (Fig. [2), meaning that these two are
sufficient for the system to function. The rest are used only
for evaluation and training purposes.

We evaluate our system under 6 conditions as listed in
Table[l] including different pushing speeds, different weights
of the box (my,,), and different human participants (male
and female). We adjusted the speed by changing the push
duration while keeping the pushing distance constant (30 cm)
as marked on the table. The participant is given voice
feedback every second using a speaking timer app. We
adjusted the weight by adding arbitrary items in the box. The
reported weights in Table [[|include the box and the contents.
Two volunteers participated in the experiments (Participant 1:
Female, 155 cm, 45 kg; Participant 2: Male, 186 cm, 88 kg).
A single deep learning model is trained and used for both.
For this purpose, we collected our own dataset, as detailed
in the next section.

We interactively determined the values of desired assistive
force f.om as the force compensating for the friction force
without moving the object significantly (Table [[). For this
purpose, the f.,,, was iteratively changed so that the robot
could almost move the object by itself. We name this step
as object exploration in Fig. ] It is done once before the
interaction and its result is used by the controller (thus,
connected by a dashed line). In an industrial application, this
step can be replaced by an automated friction estimation by
adaptation methods such as [32], [33].

In each experiment, the participant is asked to pull and
push the box 5 times on a linear path for a given du-
ration between the drawn marks on the table. The robot
is excluded in the dry approach; in the assisted approach,
the robot holds the box and applies force along the pre-
dicted intention. The experiment video is available online at
https://youtu.be/qy71_ wGOyzo.

A. Dataset

For the data collection, we created the same setup as
shown in Fig. ] excluding the robot. The participant wore
the Xsens suit, the object was tracked using the Optitrack
marker. We use Xsens as the human pose measurement
system, composed of 17 IMUs placed on specific human
body parts. We logged the tracked box pose x; in addition to
X, f1, f, and 2 in our dataset. We numerically calculated
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Fig. 6: Comparison of the force measurements along the push
direction with reference to the intention prediction during exp 2.
Cyan areas indicate the real-time pull and push prediction. The
time series are shifted to align horizontally.

the box velocity X, and used it to determine the intention
labels.

The participant was asked to pull and push the object
between predetermined points involving straight, left-ward,
and right-ward directions. Straight motions comprise the
majority of the data. We included different speeds of action
by counting the motion time aloud. We also recorded idle
actions like waving and exercising as negative examples.

The data includes 250~ individual pull/push actions in
28 recordings, divided roughly equally between two partici-
pants. 22 recordings are used for training, and 6 are used for
validation. Unlike the original DGNN paper [8] that assigns
a single action label for each recording, we assign a label
per each time frame (100 FPS). We used the object velocity
to label the data. Motion direction in x-axis indicates push
or pull while not moving indicates idle. The training set
contains 98k~ frames in total. The labels are distributed as
64.5% idle, 18.0% pull, and 17.5% push.

B. Results

First, we trained a DGNN model for the intention pre-
diction task. The final model obtains a 93.4% accuracy
and 94.1% balanced accuracy [34] on the validation set.
Although we observed higher accuracy with different param-
eters, we selected the one with the highest balanced accuracy
given the unbalanced nature of our dataset. The model was
optimized manually to select the best learning rate (0.02),
weight decay (0.005), and architecture described in Sec.
Only the spatial data stream is used in this work. The
motion data (time difference of joint properties) produced a
lower accuracy, possibly due to noisy differential values.

After obtaining a working prediction model, we conducted
the real-world pHRI experiments as listed in Table [} Fig. [f]
shows the force sensor data (z-axis) with and without assis-
tance. As also seen on the figure, the intention is predicted
before the user applies significant force and is maintained
stably until the action is finished. On average, the intention
was detected 1.54 £ 0.54 s ahead for participant 1 and
0.02 £ 0.33 s ahead for participant 2.

To quantify the total benefit of the assistance, we take
the L2-norm of the human-side force and remove the val-
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Fig. 7: Comparison of the L2-norms of 3-D force measurements
during dry and assisted approaches of experiments exp I and exp 2.
We removed the frames with less than 15 N force to filter out the
idle time and consider only the significant interactions with the box.
We also plot the mean of each series as a horizontal line.
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Fig. 8: Mean and cumulative force exerted by the human in 10
repeated pull or push actions of each experiment case. Please see
Table [[] for the experiment cases. * indicates statistical significance
according to two-sample t-test with unequal variances (p < 0.01).

ues below 15 N to discard the idle time and insignificant
interactions with the box. Examples of the resulting plots
are given for exp I and exp 2 (see Table |I| for details) in
Fig.[7 We also show the mean value of the force during that
experiment. Then, we separately calculate the average and
cumulative force for each pull/push action. Mean force and
the cumulative force (area under the curve) values are given
for all experiments in Fig. [8] with their standard deviation
through 10 actions.

C. Discussion

The results validate the benefit of our collaborative robotic
approach. The intention prediction module works stably and
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Fig. 9: Robot-side force f, measurements from exp 4 during two
pull and two push motions. The force direction is inverse of the
human-side force that is shown in Fig. @

informs the assistive controller to synchronize efforts with
the human, as demonstrated in Fig. @ We see a significant
decrease in the human effort for most of the experiments, as
shown in Fig. [§] Below, we discuss the insights we gained
from the experiments and some of our system’s limitations.

The learned DGNN model is run in real time and predicts
the user’s intention successfully most of the time. However,
we observed a small number of discontinuities in intention
prediction during the motion. Some failure cases are captured
in Fig.[6} 1) at ~15s, the intention prediction changes quickly
before the motion starts but does not affect the control.
This type of discontinuity happened in 10 out of 60 actions.
2) at ~80s the push prediction stops early, thus the user
applies a larger force in the last part of the motion. Similarly,
the discontinuity happened a couple more times during the
motion, increasing the human effort for the rest of the action.
These happened only 3 out of 60 times in total.

The system works consistently among different object
weights ( i.,e., different frictional forces) and sliding speeds,
given the results of Fig. |8l We share our detailed insights
regarding the weight (m), experiment pace, and participant
variations among the cases below (see Table [).

Decreasing the velocity does not greatly impact the mean
forces without assistance. Looking at the top row on Fig. [§]
experiment pairs /-2, 3-4, and 5-6 have similar mean force
without any assistance, despite the changed motion speed.
However, we can see a slight increase in the assisted efforts
of exp I and exp 5 in comparison to their slower counterparts
exp 2 and exp 6. This is due to the delays in intention
prediction and the low force control gain. Fig. [9] shows
the lag due to low force gain: When the motion starts the
measured force reaches the desired one, however, when the
human starts applying force in the same direction, the load
decreases and a discrepancy occurs. The speed significantly
impacts the cumulative force since slower movements take
more time to execute.

The object weight clearly impacts the base effort without
assistance. Comparing exp 1-2 (27.7 kg) and exp 3-4 (36
kg) for participant 1 in Fig. [§] we see a clear increase in
the mean force for the dry case. Meanwhile, the assisted
effort has no significant difference. This indicates that the
method’s contribution to context-aware intention detection
tends to benefit more as the manipulated mass increases.

We can also see distinct efforts from different participants.
The participant 2 (exp 5-6) spends more effort than the
participant 1 (exp 3-4) comparing the same mass/speed

cases in Fig. [§] The distinction happens for both dry and
assisted approaches, indicating that it is due to the participant
more than the system. The extra force can be attributed to
redundant forces in y and z axes, which do not serve the
task. The fact that the participants are physically diverse
and that participant 1 is more familiar with the system may
have influenced this outcome. The reduced benefit of the
assistance in exp 5 can also be related to lower familiarity.

Apart from the overall performance, there are notable
variations between individual pulls and pushes, as seen in
Fig. |7 The participants felt an asymmetry between pulling
and pushing during the experiments, which makes it harder
to push than pull or vice versa. In Fig. [/| the pushes are
harder in exp I while pulls are harder in exp 2 for the
user. This asymmetry is due to the sensor bias removal
after each action. Because the compliant hand acts like a
spring between the robot arm and the object (storing energy),
it causes a bias in robot side force sensor and leads to
oscillation. For this reason, we implemented a bias removal
mechanism in the controller that every time the robot comes
to a stop due to idle prediction, the current reading of the
sensor is reset to be zero reference. However, this lead the
effective desired force to be biased and less helpful towards
one side. Fig. [0] shows the bias in the robot-side measured
force, clearly seen for f, . at 30 s.

Another discussion point is the dataset’s limitation. The
dataset affects the model’s performance and generalizability.
For this study, a user-tailored dataset was obtained to prove
the proposed idea, but scalability depends on generaliz-
able models regarding context-aware intention detection to
accommodate more users. This may require personalizing
different individuals’ pulling and pushing behavior through
parametrization or fine-tuning the learning model. A larger
and more diverse dataset could also improve the robustness
of the predictions.

V. CONCLUSIONS

In this work, we presented a proof-of-concept solution
for the challenging problem of indirect pHRI where human
intention cannot be conveyed to the robot directly through
force. We designed and analyzed the novel problem of col-
laboratively transporting heavy objects which is interesting
both for its technical challenges and its practical use in
industrial and domestic settings. Our context-aware assistive
robotic system effectively reduces the human effort in the
real-world experiments which presents a valuable benchmark
solution. This is the only existing solution to this problem
as we know, since the common pHRI baseline admittance
control is not applicable here.

In this work, we focused on proving the concept of our
method in a limited setting. The system as a whole is shown
to be beneficial. However, each component of the system
can be further validated and improved. The authors plan to
conduct further studies on multidimensional intention pre-
diction and other learning approaches. RGB-based skeleton
tracking has obvious advantages, but the effects of occlusion
and update rates on performance should also be studied. The



development of autonomous friction estimation routines is
another challenging and important problem on its own. In
addition to different methodologies, future works also require
analyzing generalization to new subjects and the effect of
familiarity with the system.
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