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Introduction

Method

Motivation 
• Language, gestures, and gaze occur simultaneously  
• Auto-regressive transformers are causally left-to-

right, not helping in modeling concurring signals

• We introduce M3PT, a causal transformer 

architecture with modality and temporal 
blockwise attention masking


• Human-human Commensensality Dataset (HHCD) 
• 30 triadic session of 90 people eating

• 18+ hours of video

Experiments

Main  
Experiment

Ablation

Pretrained VQ-VAE to discretize social Modality- and Temporal-specific Masking

Bite Timing Prediction Removing any modality degrades 
performance, especially gaze and speaker, confirming that 
multiple social signals improves bite timing prediction.

Speaking Status Prediction: Using all features yields the best 
performance, with word and bite signals being the most 
informative for speaking status prediction.

Increased temporal context introduces noise Longer segment lengths severely cause mode collapse


