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Abstract—In this work, we propose a novel approach for
learning a shared latent space representation for HRIs from
demonstrations in a Mixture of Experts fashion for reactively
generating robot actions from human observations. We train a
Variational Autoencoder (VAE) to learn robot motions regular-
ized using an informative latent space prior that captures the
multimodality of the human observations via a Mixture Density
Network (MDN). We show how our formulation derives from
a Gaussian Mixture Regression formulation that is typically
used approaches for learning HRI from demonstrations such as
using an HMM/GMM for learning a joint distribution over the
actions of the human and the robot. We further incorporate an
additional regularization to prevent ‘“mode collapse”, a common
phenomenon when using latent space mixture models with VAEs.
We find that our approach of using an informative MDN prior
from human observations for a VAE generates more accurate
robot motions compared to previous HMM-based or recurrent
approaches of learning shared latent representations, which we
validate on various HRI datasets involving interactions such
as handshakes, fistbumps, waving, and handovers. For further
information, code, and videos, please visit https://bit.ly/MoVEInt,

I. INTRODUCTION

Ensuring a timely response to an interaction can enable
a feeling of connectedness to a partner [25] making it an
important aspect of Human-Robot Interaction (HRI). One way
to do so is by learning a shared representation space between
the human and the robot [7, [17, [18, 29} [30, 138, [39]. An
important aspect of such approaches, for learning HRI from
demonstrations, is accurately capturing the multimodality of
the underlying data to effectively learn the various underlying
skills and generate accurate response motions for them.

Fig. 1: Example of multiple policies for a handshake interaction
generated by MoVEInt based on human observations combined to
generate suitable robot motions.

In our work, rather than learning just a single task, we
further explore how underlying latent strategies can be learned
from different tasks in a dataset by using a mixture distribution
to predict different latent policies, which are then combined

in a Mixture of Experts fashion. An example of this can be
seen in Fig. [T where we show a handshake interaction with
the Pepper robot. Trained on a dataset of different physical
interactions like waving, handshakes, and fistbumps, we see
the different policies that get predicted (shown by the different
colored arms) which are then combined in the latent space
yielding a suitable response motion (shown in white).

To learn multiple latent policies and effectively combine
them, we employ Mixture Density Networks (MDNSs) [6]]
to capture the multimodality of the demonstrations. MDNs
predict a mixture of Gaussians and the corresponding mixture
coefficients yielding a multimodal prediction, rather than a
unimodal distribution or a single output.

In this paper, we propose “MoVEInt”, a novel framework
that employs a Mixture of Variational Experts for learning
Human-Robot Interactions from demonstrations through a
shared latent representation of a human and a robot. We
learn latent space policies in a Mixture of Experts fashion
via a Mixture Density Network (MDN) to encode the latent
trajectory of a human partner, regularize the robot embeddings,
and subsequently, predict the robot motions reactively.

Through our experiments, we see that our approach success-
fully captures the best of recurrent, multi-modal, and reactive
representations for learning short-horizon Human-Robot Inter-
actions from demonstrations. We find that MoVElInt generates
highly accurate robot behaviors without explicit action labels,
as done in previous works, which is more natural as humans
also internally infer what our interaction partner is doing and
adapt to it without explicitly communicating the action being
done. We validate our predictive performance on a variety
of physical HRI scenarios such as handshakes, fistbumps,
and robot-to-human handovers. We further demonstrate the
efficacy of MoVEInt in a real-world interaction scenario for
bimanual (dual-arm) robot-to-human handovers.

IT. MIXTURE OF VARIATIONAL EXPERTS FOR LEARNING
HUMAN-ROBOT INTERACTIONS FROM DEMONSTRATIONS

In this section, we present MoVEInt, a novel framework
that learns latent space policies in a “Mixture of Experts”
fashion for modeling the shared dynamics of a human and
a robot in HRI tasks. This process can be seen in Fig. [2] We
aim to model the dynamics of HRI tasks via shared latent
representations of a human and a robot in a way that captures
the multimodality of the demonstrations and subsequently
predicts the robot’s motions in a reactive manner. To do so, we
use an MDN that takes the human observations as input and
predicts multiple latent policies, thereby enabling a multimodal
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Fig. 2: Overview of our approach “MoVEInt”.

output, and subsequently, the relative weights for each policy
so that they can be effectively combined. For learning a shared
latent representation between the human and the robot, we
train a VAE over the robot motions and regularize the VAE
with the predicted policy from the MDN, thereby learning
the robot embeddings and the subsequent human-conditioned
policy predictions in a cohesive manner.

We denote the human variables in red with the superscript
h and the robot variables in blue with the superscript 7.

A. Learning Interaction Dynamics with MDNs

Learning a joint distribution over the degrees of freedom
of a human and a robot has been widely used in learning
HRI from demonstrations [8, (9, (11, [12, 24} 29, [30]. With
a joint distribution, Gaussian Mixture Regression (GMR)
provides a mathematically sound formulation of predicting the
conditional distribution of the robot actions. When using a
Mixture of N Gaussian components {p;, 3;} that model a
joint distribution of the Human and Robot trajectories, the
distribution can be decomposed into the marginals for the
human and the robot
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To consider the temporal aspect of learning such trajectories
from demonstrations, the Mixture Model coefficients can be
calculated using Hidden Markov Models (HMMs) [8]. Given
that there exist parallels between HMMs and RNNs [4} 10, [16],
we use a recurrent layer for predicting the mixing coeffi-
cients. Using the predictions of the mixture model parameters
(ur (), (x)?) and coefficients o;(x]') from the MDN,
which is then used as a prior p(z}|z]') for regularizing the
VAE and subsequently training the decoder to reconstruct

latent samples obtained after observing the human partner
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where z] denotes the latent space of the robot.
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B. Learning Robot Motion Embeddings for Reactive Motion
Generation

To learn a meaningful representation of the robot’s actions,
we train a VAE to reconstruct the robot’s actions at each
timestep. Typically, in VAEs, a standard normal distribution
is used as the latent space prior p(z) = N(0,I). Rather
than forcing an uninformative standard normal prior as in
Eq. [T} we use the reactive policy predicted from the human
observations by the MDN (Eq. to regularize the VAE’s
posterior K L(q(27|x})||p(z}|x})), thereby learning a task-
oriented latent space. Our ELBO can then be written as

ELBO: = Eq(z”ac})[logp(mﬂz:)]
— BK L(q(z}|=])||p(2]|x}))

where [ is a relative weight used to ensure numerical
stability between the KL divergence term and the image
reconstruction term [[15]].

We aim to learn a policy for reactively generating the robot’s
latent trajectory based on human observations p(z7|x). We
do so in a Behavior Cloning Paradigm by maximizing the
probability of the observed trajectories w.r.t. the current pol-
icy £LBC = —E.rp(zrjon)P(@f|2]) wherein we first draw
samples from the current policy z} ~ p(z7|z]") which we
then reconstruct p(x}|z}), thereby enabling the decoder to
reconstruct latent samples obtained after observing the human,
as done during test time.

However, as highlighted in [41], MDN policy represen-
tations are prone to mode collapses. Therefore, to ensure
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Dataset (units) Action MILD [30] Biitepage et al. [7] MoVEInt
HHI Hand Wave 0.788 + 1.226 4.121 + 2.252 0.448 + 0.630
(Biltepage et al. [7]) Handshake 1.654 £ 1.549 [.181 £ 0.859 0.196 + 0.153
(cm) Rocket Flsﬁbump 0.370 £+ 0.682 0.544 + 1.249 0.123 + 0.175
Parachute Fistbump | 0.537 £ 0.579 0.977 £ 1.141 0.314 + 0.348

HRI-Pepper Hand Wave 0.103 + 0.103 0.664 + 0.277 0.087 + 0.089
(Biltepage et al. [7]) Handshake 0.056 £+ 0.041 0.184 £ 0.141 0.015 + 0.014
(rad) Rocket Fistbump 0.018 £ 0.035 0.033 £ 0.045 0.007 + 0.015
Parachute Fistbump | 0.088 £ 0.148 0.189 + 0.196 0.048 £ 0.112

HRI-Yumi Hand Wave 1.033 £ 1.204 0.225 4+ 0.302 0.147 + 0.072
(Biitepage et al. [7]) Handshake 0.068 £ 0.052 0.133 £ 0.214 0.057 + 0.044
(rad) Rocket Fistbump 0.128 £ 0.071 0.147 £ 0.119 0.093 £ 0.045
Parachute Fistbump | 0.028 + 0.034 0.181 £ 0.155 0.081 £+ 0.082

HHI Hand Wave 0.408 £+ 0.538 3.168 £ 3.392 0.298 + 0.274

(NuiSI [30]) Hzmds_hake 0.31T £ 0.259 1.489 £ 3.327 0.149 + 0.120
(cm) Rocket Fistbump 1.142 £ 1.375 3.576 £+ 3.082 0.673 £ 0.679
Parachute Fistbump | 0.453 + 0.578 2.008 £+ 2.024 0.291 + 0.199

HRI-Pepper Hand Wave 0.046 £+ 0.059 0.057 £+ 0.093 0.044 + 0.048
(NuiSI [30]) Handshake 0.020 £ 0.014 0.083 £ 0.075 0.011 + 0.008
(rad)» Rocket Fistbump 0.077 £ 0.067 0.101 + 0.086 0.045 £ 0.045
Parachute Fistbump | 0.022 + 0.027 0.049 £+ 0.040 0.017 + 0.014

HHI-Handovers Unimanual 0.441 4+ 0.280 1.133 + 0.721 0.441 + 0.221
(Kshirsagar et al. [21]) (cm) Bimanual 0.869 £+ 0.964 0.990 £+ 0.764 0.685 + 0.643

TABLE I: Prediction MSE for robot trajectories after observing the human partner averaged over all joints and timesteps. Results for the
HHI scenarios are in cm and for the HRI scenarios are in radians. (Lower is better)

adequate separation between the modes so that we can learn
a diverse range of actions, we employ a contrastive loss at
each timestep. The contrastive loss pushes the means of each
mixture component further away, while maintaining temporal
similarity by pushing embeddings that are closer in time nearer
to each other. Further, as done in [41], we add entropy cost to
ensure a balanced prediction of the mixture coefficients. Our
separation loss can be written as
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Our final loss consists of the Behavior Cloning loss,
the ELBO of the robot VAE, and the separation loss
S [LPC — ELBO} + BL{"] where § is the same KL
weight factor used in Eq. 3

During test time, given human observations /', we compute
the latent policy from the MDN 2} = p(z}|x}) which is
then decoded to obtain the robot action p(x}|z}).

III. EXPERIMENTS AND RESULTS

A. Reactive Motion Generation Results

We compare MoVEInt with Biitepage et al. [7], who use an
LSTM-based approach as a latent regularization for reactive
motion generation, which is close to a unimodal version of

our approach. Further, we compare MoVEInt to MILD [30]
which uses HMMs to capture the multimodal latent dynamics
of interactive tasks. The efficacy of MoVEInt can be seen via
the low error of the predicted robot motions (Table [I).

We perform better than both MILD [30] and Biitepage et al.
[[7] on almost all interaction scenarios. We additionally want
to highlight that on the robot scenarios, unlike MILD [30]]
and Biitepage et al. [7] where the pre-trained model from
the Human-Human scenario is used, we train our model
completely from scratch and still achieve better performance.
Moreover, it is worth noting that both [[7]] and MILD are trained
in a partially supervised manner using the interaction labels.
In [[7], a one-hot label denoting the interaction being performed
is given as an input to the network for generalizing to different
interactions, whereas in MILD, a separate HMM is trained
for each interaction. In contrast, MoVEInt is trained on all
the tasks in a given dataset without any labels in a purely
unsupervised manner and still achieves competitive results on
the different datasets.

We additionally show some qualitative results of MoVElInt.
We train a Handover model with just the hand trajectories
whose predictions are used for reactive motion generation
on a Bimanual Franka Emika Panda robot setup, “Kobo”, as
shown in Fig. [3| Some additional examples of the trajectories
generated by MoVEInt for bimanual and unimanual handovers
from the HHI-Handovers dataset [21] are shown in Fig. @]
and [4b| respectively. Since MoVElInt is trained on all the
interactions in a corresponding dataset, which, when coupled
with the separation loss, learns a diverse and widespread set
of components that cover the various demonstrations, as can
be seen by the reconstruction of the individual components.
Combining the components in the latent space subsequently
leads to an accurate and suitable motion (shown in blue).
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(a) Example of a generated Bimanual Handovers (b) Example of a generated Unimanual Handovers

Fig. 4: Sample trajectories generated by MoVEInt for the Bimanual and Unimanual Handovers in the HHI-Handovers dataset in [21]. The
3D plots show the reconstructed trajectories and the 2D plots show the corresponding progression of a; () for the different components
of the MDN. In the 3D plots, the observed trajectory of the receiver is shown in red and the generated trajectory of the giver is shown
in blue and the giver’s corresponding ground truth is shown in black. The reconstruction of the individual latent components of the MDN
are shown in green, magenta, and . It can be seen that the learned components correspond to different parts of the task space. For
example, green denotes the hand locations for a unimanual handover, magenta denotes the hand locations for a bimanual handover, and
denotes the static hand locations for the starting and ending neutral poses. In the 2D plot, it can be seen how the coefficients for
components corresponding to bimanual (magenta) and unimanual (green) get activated based on the interaction being performed, while the
component corresponding to a neutral pose ( ) gets activated at the beginning of the interaction while both partners are static.

B. User study

To study the effectiveness of MoVElInt in the real world,
we perform a feasibility study as a proof-of-concept with
five users who perform bimanual robot-to-human handovers
with the Kobo robot. We evaluate the ability of MoVEInt to
successfully generate a handover motion with three different
objects where each participant interacts with the robot five
times for each object (a total of 15 runs per participant). To
maintain the object-centric nature of the interaction, we use
a controller that tracks the mid-point of both end-effectors,
thereby resembling tracking the object’s trajectory.

As shown in Table[lI] our approach can generate successful
handover trajectories for different users and different objects.
We observed some failure cases due to sudden jumps in
the predicted robot motions resulting from inaccuracies in
perceiving the human, which would overshoot the robot’s
dynamic limits. However, this failure could be avoided by
incorporating additional filters over the input and output data
to MoVElInt. Some failures occurred because the object did
not reach the exact vicinity of the human’s hand location.
This failure could be avoided by incorporating object-related
information such as the size or weight, allowing the robot to
gauge better when the handover is executed. Sometimes, the
robot would retreat before the human could grasp the object if
sufficient time had passed. One reason for this hasty retreating
behavior could be that the recurrent network’s hidden inputs
overpower the observational input, causing the robot to follow
the general motion of the handover seen during training and
retreat. Such a failure could be mitigated by incorporating the

robot state as part of the input.

User ID Total
Object # #2 #3 4 (per object)
Stool 5 4 5 5 19/20
Box 4 5 4 4 17/20
Bedsheet 4 5 3 3 1520
Total 13/15 | 14115 | 12715 | 12/15 51/60
(per user)

TABLE II: Number of successful handovers of each object by the
Kobo robot to each user (total of 5 per object per user i.e. total of
20 per object and 15 per user).

IV. CONCLUSION AND FUTURE WORK

In this work, we presented “MoVEInt”, a novel deep gener-
ative Imitation Learning approach for learning Human-Robot
Interaction from demonstrations in a Mixture of Experts fash-
ion. We demonstrated the use of Mixture Density Networks
(MDNs) as a multimodal policy representation in a shared
latent space of the human and the robot. We showed how
MoVEInt stems from the GMR-based formulation of predict-
ing interaction dynamics used in HMM-based approaches to
learning HRI. We showed how our MDN policy can predict
multiple underlying policies and combine them to effectively
generate response motions for the robot. We verified the
efficacy of MoVEInt across a variety of interactive tasks,
where we found that MoVEInt mostly outperformed other
baselines that either use explicitly modular representations like
an HMM or simple recurrent policy representations. Our evalu-
ations showcases the versatility of MoVElInt, which effectively
combines explicitly modular distributions with recurrent policy
representations for learning interaction dynamics.
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