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Abstract—This paper presents a novel approach to generating
behavior trees for robots using lightweight large language models
(LLMs) with a maximum of 7 billion parameters. The study
demonstrates that it is possible to achieve satisfying results with
compact LLMs when fine-tuned on a specific dataset. The key
contributions of this research include the creation of a fine-
tuning dataset based on existing behavior trees using GPT-3.5
and a comprehensive comparison of multiple LLMs (namely
llama2, llama-chat, and code-llama) across nine distinct tasks.
To be thorough, we evaluated the generated behavior trees
using static syntactical analysis, a validation system, a simulated
environment, and a real robot. Furthermore, this work opens
the possibility of deploying such solutions directly on the robot,
enhancing its practical applicability. Findings from this study
demonstrate the potential of LLMs with a limited number of
parameters in generating effective and efficient robot behaviors.

Index Terms—robotics, robot behavior, behavior tree, large
language models

I. INTRODUCTION

In recent years, robots have become an integral part of our
everyday lives, permeating various sectors such as logistics,
manufacturing, and healthcare. The increasing prevalence of
robots in these diverse fields shows the necessity to go beyond
a simple set of functionalities and achieve adaptable, flexible,
and effective task planning. This is necessary to tackle the
challenges of modern robotics, such as dynamic and unstruc-
tured surroundings, unpredictable situations, and advanced
interaction with humans and the environment. To achieve
this, various representations have been proposed to describe
robot tasks [6] and multiple planning languages [3] have
been designed to let experts write complete and descriptive
definitions of high-level tasks.

An example of these representations is behavior trees (BTs).
Behavior trees have gained significant traction in the field of
robotics, offering a structured and scalable approach to man-
aging complex robot behaviors. Originating from the video
game industry, BTs have found relevance in robotics due to
their ability to handle high-level decision-making and control
in dynamic environments. A key player in this transition is
the BehaviorTree.CPP library1. This library has become the
de facto standard in the Robot Operating System 2 (ROS2)
ecosystem, largely due to its inclusion in Navigation2 [12].

1https://www.behaviortree.dev/

This integration has facilitated the development of sophisti-
cated navigation behaviors, contributing to the broader adop-
tion and standardization of BTs in robotics software design.

However, even after a long history of efforts, there is no
definitive solution to equip robots with flexible and adaptable
task planning, since it requires complex knowledge, such as
the robot’s actions, the dynamic nature of the environment,
object relations, and affordances.

Recently, large language models (LLM) trained on large
amounts of data have emerged as a promising tool to man-
age this challenge and deal with the complex knowledge
required for task planning. These models have demonstrated
remarkable success in robot planning from a set of natural
language instructions. Additionally, an LLM can represent
commonsense priors (e.g., visit the colder locations first) and
comprehend spatial relationships (e.g., move behind the sofa).
However, such large models present a significant limitation:
their substantial hardware resource requirements prevent their
direct deployment on robots.

In this work, we explore an alternative approach, focusing
on compact large language models, specifically those with 7
billion parameters. We posit that these smaller models, while
less resource-intensive, can generate behavior trees for robots
with comparable effectiveness to their larger counterparts. Our
main contributions are: (i) a dataset of 600 behavior trees
paired with a natural language description of their tasks, (ii)
a system to evaluate and validate the performance of the gen-
erated BT over nine different tasks including navigation and
manipulation, and (iii) a comparative analysis of three different
LLM and their fine-tuned versions. All the material used in
this work, including the dataset, the complete prompts of both
evaluation phases, and the source code of the validator are
available at https://github.com/AIRLab-POLIMI/BTGenBot.

II. RELATED WORK

A pre-trained foundation model (PFM) refers to a complex
neural network-based model trained on extensive open-source
datasets, boasting billions of parameters [23]. This robust
architecture serves as a versatile backbone that can be further
fine-tuned for diverse tasks across various domains. Recently,
several PFMs specifically trained on massive text datasets (i.e.,
large language models) have been proposed such as the most
recent one GPT-4 [1] by OpenAI or LLaMA by Meta AI [18].
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In this work, we rely on LLaMA released by Meta AI, a family
of foundation models trained on an open-source dataset with
trillions of tokens. In particular, we employed LLaMA-2 [19],
trained on 2 trillion tokens, and with a context length of 4000
tokens, double the length of its predecessor. Three model sizes
are available: 7, 13, and 70 billion parameters.

Behavior tree generation. An example of behavior tree
generation using LLM is the work done in [11]. In this
paper, the authors exploit a transformer-based LLM fine-tuned
from the Stanford Alpaca 7B model [17] to generate behavior
trees from a text description. They further fine-tuned this
model with natural language descriptions generated using text-
davinci-003 from behavior trees created in the previous step.
In summary, they use two different LLMs to generate both
the behavior trees and the task description. While interesting
in proving that LLMs can be used to generate BTs, this
approach has several limitations. Fine-tuning an LLM with
a dataset generated by the LLM itself causes a data bias
only partially mitigated by the use of an auxiliary LLM to
generate the descriptions. Moreover, self-generated data can
be noisy and, in this configuration, errors propagate from
the data generation phase to the training phase. Differently
from the solution proposed in [11], we create our instruction-
following dataset by collecting behavior trees from open-
source robotics projects. This allows us to fine-tune our model
with BTs already tested and effectively used in real projects.
Moreover, we use GPT-3.5 only to generate descriptions for
each corresponding behavior tree.

Finally, concerning the validation of the above approach,
the only metric used is the visual evaluation by a group of
human experts. The evaluators were presented with a pair of
behavior trees and had to indicate which one was generated.
This evaluation, while interesting and useful to asses the
general capabilities of the model, is rather limited. This
method does not consider the correctness from a syntactical
and semantic point of view, or any performance metric, such
as the generation time and the hardware resources used. In
contrast, we tested our system with a collection of metrics
described in Section III.

Code-based planning. Another approach to defining robot
behaviors using LLM revolves around the direct genera-
tion of executable code. An excellent example is Code as
Policies [10]. In this work, the authors release a robot-
centric formulation of language model generated programs
(i.e., LMPs), based on hierarchical code generation prompting,
that allows the generation of new policy code via recursively
defining undefined functions. LMPs take advantage of few-
shot prompting to generate different subprograms and can
be generated hierarchically with chain-of-thought prompting.
Even if their approach requires no additional training, their
system is based on GPT-3 with 175B parameters. More-
over, they use open-vocabulary object detection models like
ViLD [5] and MDETR [9] to compose perception-to-control
feedback logic. Another work that relies on prompt engineer-
ing to create a Pythonic planner is ProgPrompt [16]. They
introduce a programmatic LLM prompt structure that enables

Fig. 1. Fine-Tuning Process

plan generation functional across situated environments and
robot capabilities. Their fine-tuned version of GPT-2 can
generate plausible action plans in the context of robotic task
planning, this is achieved by providing the model with a
Pythonic program-like specification of the the available actions
and objects in an environment as well as executable example
programs. In this way, they introduce situated awareness in
LLM-based robot task planning via prompting.

Both works described in [10] and [16] benefit from LLMs
with over 100B parameters, while our approach instead lever-
ages smaller models up to only 7B parameters. This allows
our method to be replicable locally on consumer hardware
without relying on larger, more complex models available
via APIs. Additionally, the use of behavior trees gives more
flexibility in terms of expressive ability, represents a plug-
and-play solution as in [13], and is commonly used in recent
open-source robotics projects as demonstrated by [8].

III. METHOD

For the experiments in this work, we considered as refer-
ence models the state-of-the-art open-source large language
models provided by Meta. We selected Llama-2-7b [19],
the foundation model, Llama-2-7b-chat [19], designed for
conversational tasks, and CodeLlama-7b-Instruct [15], with
a focus on code-generation. All of these models are based
on the transformer architecture pioneered in [20]. Following
the approach proposed in [11], we fine-tuned the foundation
model Llama-2-7b with the Alpaca dataset, with the procedure
reported in [17] using the Alpaca-LoRA repository [21]. For
the remainder of this paper, we will refer to this fine-tuned
version as Alpaca. Additional fine-tuning of these models
allows for customization to meet specific requirements, such as
domain specialization, in our case the generation of behavior
trees. A summary of the various fine-tuning steps is presented
in Figure 1, and a more detailed description is provided in
Section III-C.

A. Dataset Format

Each entry of our instruction-following dataset is composed
of three parts: “instruction”, “input” and “output”. While the



original work of [17] states that “input” is optional, in our case,
we combine the XML version of the behavior tree provided
in “output” with the description of the task in the “input” to
create a definition that matches the prompts used later during
inference.

You will be provided a summary of a task performed by a robot, and your
objective is to express this task as a behavior tree in XML format.

The behavior tree is a simple sequential task for a robot. It first instructs the
robot to move to a specific point (GoPoint) and then to interact with a par-
ticular object (GoObject). The robot will execute these tasks in sequence,
moving to the specified destination before interacting with the designated
object.

<root main_tree_to_execute = "MainTree" >
<BehaviorTree ID="MainTree">
<Sequence name="root_sequence">

<GoPoint goal="{destination}"/>
<GoObject target="{object}"/>

</Sequence >
</BehaviorTree >

</root>

This is an example of an entry in the dataset. In gray,
the “instruction” element is common to all the samples in
the dataset, and it is fixed and immutable. It is followed by
the “input” element, in blue, where a description in natural
language is provided of the behavior tree. Finally, the “output”
element represents the behavior tree in XML format. All
the behavior trees used in the dataset are sourced via the
work of [4]. In this work, the authors provide a collection
of roughly 600 behavior trees collected from various open-
source projects in the field of robotics. This dataset is par-
ticularly valuable because compatible with BehaviorTree.CPP,
the de facto standard of ROS2, and the same format used
by [11]. Furthermore, what distinguishes this dataset is the
quality of the behavior trees, which have been developed for
actual applications and tested on robots and thus have already
been validated in real-world scenarios. The natural language
description (i.e., the “input” element) of each entry of the
dataset has been generated automatically using GPT-3.5, with
a procedure described in the next section.

B. Dataset Generation

Recent studies such as [22] and [2] highlight the excep-
tional capabilities of modern LLM, notably GPT, in several
domains including question answering, text generation, and
code generation. GPT models are suitable for text generation
tasks [22] and can be exploited to generate a description
of the provided input. Considering that, we used OpenAI
available APIs to complete our instruction-following dataset.
In particular, the “input” element (i.e., the description of the
behavior tree) has been generated using the gpt-3.5-turbo
model with default parameters and a context length of 2048
tokens. We prompted the model to generate a natural language
description of a behavior tree in XML format received as
input. The one-shot prompt used with gpt-3.5-turbo model to
generate the description of the provided behavior tree is the
same discussed in [17] and it is composed of the following
elements: “system”, “user”, “assistant” and again “user”. The
“system” element is shared between all prompts and represents

the general context given to the model: “You will be provided
a behavior tree in XML format, and your task is to summarize
the task performed by this behavior tree”. The above prompt
represents only the starting point, additional information is
given including the maximum number of words and the
required compatibility with BehaviorTree.CPP library and the
fact that the description must represent an overall summary
of the task clearly described in natural language. This method
ultimately leverages the inherent linguistic capabilities of GPT
models to create a description of the behavior tree. To assess
the quality of the generated descriptions, we sampled a subset
of the results (i.e., roughly ten behavior trees) and evaluated
visually how well the description matched the input BT. The
result of our evaluation was positive, therefore we proceeded
to generate the whole dataset using the procedure described
before.

C. Fine-Tuning Process

The models selected for the fine-tuning process are Llama2-
7b, LlamaChat, and CodeLlama-Instruct-7b. The fine-tuning
process can be structured in two steps, the first one involves
the Llama2-7b model that has been fine-tuned with the original
Alpaca dataset as reported in [7]. This step prepared the
base model for instruction-following tasks, differently from
the other models that are already fine-tuned for this task.
The second step prepared the models for the generation of
the behavior trees. To perform this task, we further fine-tuned
the models using the dataset described in III-A. LLMs fine-
tuning is a computationally intensive task, therefore, we em-
ployed the Parameter-Efficient-Fine-Tuning (PEFT) approach,
in particular, Low-Rank Adaptation (LoRA) described in detail
in [7]. As reported in [14], this is particularly useful to avoid
retraining the entire model from scratch. In this way, we can
keep the model frozen and add an adapter at the end of the
model consisting of a few learnable parameters, and layers.

Regarding LoRA parameters, most of them were set at their
default value, except for the target modules. In the work [7],
it is noted that the transformer architecture has four weight
matrices in the self-attention module (Wq , Wk, Wv , Wo). To
enhance generalization capabilities with our limited dataset
and to optimize performance, it was necessary to unfreeze
the MLP layers. We expanded the corresponding initial set of
weight matrices [q_proj, k_proj, v_proj, o_proj] by adding the
additional weight matrices of the MLP module, these include
[gate_proj, up_proj, down_proj]. This approach led to a more
robust and effective training process.

The fine-tuning process was accomplished with two
NVIDIA RTX Quadro 6000 with a total of 48GB of video
memory. All the basic hyperparameters have been used except
for a batch size of 256 and a micro-batch size of 4, we used a
learning rate of 3e-4 and a validation set size of 5%. Given that
our dataset is composed of less than a thousand samples, we
increased the number of epochs to achieve satisfying results.



IV. EVALUATION

To assess and compare the performance of the three base
models (i.e., Alpaca, LlamaChat, and CodeLlama) and our
fine-tuned versions, we conducted different tests using nine
task descriptions of behavior trees.

A. Task definition

All three models were tested, with the input being the
provided description of the behavior tree. The expected output
is a behavior tree in XML format, compatible with Behav-
iorTree.CPP library, which reflects the provided description.
The tasks used are the following:

1) Navigation. The robot is tasked to reach a series of
locations provided as coordinates in a specific order.

2) Navigation with priority. The system receives a list
of locations and a list of corresponding readings (e.g.,
temperature). Given a threshold, the robot must visit
all locations prioritizing those with a reading above the
threshold.

3) Navigation with fallback. The robot must navigate
through a series of waypoints. During the navigation,
a waypoint may become unreachable. In this case,
the destination must be skipped and the robot should
proceed to the next waypoint.

4) Navigation with arm activity. An extension of the
Navigation task, at each location the robot activates the
on-board manipulator.

5) Exploration. In this situation, the robot navigates con-
tinuously. Periodically, the robot receives a new location
and checks if the exploration routine is completed.

6) Manipulator exploration. A task performed by a ma-
nipulator. The system cycles through multiple joint con-
figurations until a target object is found. When found,
the manipulator approaches the target.

7) Active vision and picking. A robotic arm observes an
object, estimates a grasping position, and performs a
"pick and place" routine.

8) Material processing. A robot manipulator triggers ma-
terial processing by pressing buttons in the correct
sequence. The robot is also in charge of evaluating the
status of the processing.

9) Multi-station assembly. A mobile manipulator moves
between multiple stations to collect components and
assemble an object.

B. Evaluation approach

The evaluation has been accomplished in two separate
phases: the first one represents a preliminary selection among
the models while the second one effectively validates the
models and the generated behavior trees with more rigorous
metrics. In the first phase, we evaluated the models on a subset
of simpler tasks, namely tasks from 1 to 7. In the second phase,
where the general capabilities of the models are already been
assessed, all nine tasks are considered. The metrics considered
in the first evaluation phase are:

Fig. 2. Simulation Environment using TurtleBot3 on Gazebo

Fig. 3. Robot used to test the generated behavior trees

• Time: assess the time performance of the models, this
is crucial when the entire pipeline, from the LLM to the
actual robot, is considered.

• Syntactic Correctness: evaluating the syntactic accuracy
using Groot2, an IDE to create and debug behavior trees
provided by BehaviorTree.CPP. This allows us to check
the syntactic correctness of the XML schema and the
overall tree.

• Semantic Evaluation: without considering the syntactic
correctness, we evaluate the semantic accuracy. This
means the ability of the LLM to generate a solution
that understands and solves the problem at hand. This
evaluation is performed by a group of human experts.

Moving on to the second evaluation phase, we considered
the following metrics:

• BT Correctness: validating the behavior trees using a
custom-developed behavior tree validator

• Simulation robot: verifying the successful execution of
the task on a simulated environment, in particular, the
navigation task has been tested on the TurtleBot3 by
ROBOTIS. See Figure 2.

• Real robot: verifying the successful execution of the task
on the physical robot shown in Figure 3.

C. Preliminary selection

Table I shows the time comparison of execution time while
doing inference on the model, the tests have been conducted on
an NVIDIA RTX Quadro 6000. Considering the models with-
out fine-tuning. When using a zero-shot approach, CodeLlama
overall is faster than LlamaChat, having a similar mean but
less standard deviation. In general, Alpaca is slower and task



TABLE I
TIME COMPARISON

Alpaca LlamaChat CodeLlama

Base, Zero-Shot

Mean - 3m 10s 2m 52s
Std. Dev. - 1m 29s 1m 57s

Fine Tuned, Zero-Shot

Mean - 1m 13s 1m 15s
Std. Dev. - 56s 58s

Base, One-Shot

Mean 1m 42s 3m 54s 1m 49s
Std. Dev. 46s 38s 1m 16s

Fine Tuned, One-Shot

Mean 2m 10s 1m 25s 1m 21s
Std. Dev. 1m 20s 58s 1m 11s

TABLE II
SYNTACTIC EVALUATION (PHASE 1)

Alpaca LlamaChat CodeLlama

Base, Zero-Shot 0% 0% 28%
Fine Tuned, Zero-Shot 14% 71% 86%

Base, One-Shot 71% 86% 100%
Fine Tuned, One-Shot 86% 86% 86%

2 and task 7 do not terminate, therefore, it was not possible
to compute the mean execution time. One-shot prompts are
slightly slower since they have to deal with a more complex
input, CodeLlama and LlamaChat have comparable mean and
standard deviation similar to their zero-shot counterparts. It is
worth noting that LlamaChat becomes rather consistent (i.e.,
low standard deviation) between tasks when using a one-shot
prompt. In this case, Alpaca receives a significant performance
boost, since it can complete all tasks, however it remains
slower in most cases.

Regarding syntactic correctness, we define a behavior tree to
be syntactically correct if successfully recognized by Groot2.
Groot2 checks the correctness of the overall tree for what
concerns Nodes, Decorators, and parameters. All the outputs
of three base models and the corresponding fine-tuned version
with our dataset, both with zero-shot and one-shot prompting,
have been evaluated using Groot2. The results of this evalua-
tion are summarised in Table II.

In terms of accuracy, base models with a zero-shot prompt
achieve very limited results, with only CodeLlama being able
to generate a syntactically correct behavior tree in a very
limited number of cases. Adding examples in the prompt (i.e.,
one-shot) significantly boosts performance, with CodeLlama
managing to create a syntactically correct behavior tree for
each task. A similar result is achieved for fine-tuned models.
In this case, even with a zero-shot prompt, all models can
generate syntactically correct behavior trees for most tasks.
Surprisingly, providing an example does not drastically in-
crease accuracy as before, with the extreme case of CodeLlama

TABLE III
SEMANTIC EVALUATION (PHASE 1)

Alpaca LlamaChat CodeLlama

Base, Zero-Shot 14% 14% 71%
Fine Tuned, Zero-Shot 28% 57% 100%

Base, One-Shot 28% 57% 71%
Fine Tuned, One-Shot 14% 14% 57%

TABLE IV
SYNTACTIC CORRECTNESS (PHASE 2)

LlamaChat CodeLlama

Zero-Shot 88,9% 66,7%
One-Shot 88,9% 88,9%*

* Note: max_new_tokens parameter lim-
ited to 1000, larger values increase accu-
racy

achieving a worse result than before. This result shows how
impactful the choice of examples can be in the generation of
the final result.

Table III summarises the analysis done by human experts on
the semantics of the behavior tree. In this context, by semantic,
we mean the ability of the system to interpret the task defined
in the prompt and create a solution in an XML format that
represents the correct flow of execution. When evaluating the
semantics of a behavior tree, we do not take into account any
syntactic constraint.

As for the previous performance metrics, Alpaca is the least
successful of all models. Values are low for all configurations.
In the case of LlamaChat and CodeLlama, we observe an inter-
esting behavior. When using a zero-shot prompt, performance
increases when the model is fine-tuned. However, when adding
an example in the prompt, performance decreases when using
a fine-tuned model. This result shows again how impactful
prompt design can be in guiding the LLM to achieve the cor-
rect solution. Nonetheless, semantic evaluation is performed
only for the sake of completeness, since it disregards the
syntactic correctness of the tree.

From this initial evaluation phase, we can conclude that in
general, fine-tuned models perform better than base models in
generating behavior trees in an XML format. They are faster
and produce a correct solution more consistently, even with
more complex tasks. The few exceptions are related to the use
of examples in the prompt, and these situations are explored
more in detail in the second evaluation phase. Additionally,
we established that Alpaca, while achieving relatively good
syntactic correctness when provided with examples, has poor
performance across the board. Given these considerations,
in the second phase, we will evaluate only LlamaChat and
CodeLlama fine-tuned, both without and with examples.

D. Validation

During the second evaluation phase, we employed our
custom-developed behavior trees validator to assess the overall



TABLE V
VALIDATION (PHASE 2)

LlamaChat CodeLlama
ZS OS OS+SA ZS OS OS+SA

Task 1 ✓ ✓ ✓ ✓
Task 2 ✓ ✓
Task 3 ✓ ✓ ✓
Task 4 ✓ ✓ ✓ ✓
Task 5 ✓ ✓
Task 6 ✓
Task 7
Task 8 ✓
Task 9

Success rate for behavior trees generated with zero-
shot (ZS), and one-shot (OS) prompts. Additionally, the
results of the corrected BTs are included (OS+SA).

correctness of the nine LLM-generated trees. This validator is
designed to examine and confirm the overall correctness of
the generated behavior trees. Additionally, further tests have
been conducted within a simulation environment, in partic-
ular, we used the TurtleBot3 by ROBOTIS2 for navigation
tasks leveraging the capabilities of Nav2. For this reason, we
developed a simple action client capable of sending navigation
goals. Each action specified in the previous tasks was wrapped
within a corresponding node within the behavior tree. With this
approach, we aimed to ensure the reliability and functionality
of the generated behavior trees in practical scenarios, both in
simulated environments and real-world scenarios.

In this phase, we limited our analysis to the fine-tuned
version of CodeLlama and LlamaChat. The two LLMs are
prompted in the same way as the previous phase, however, we
redesigned the examples in the one-shot prompts to be more
in line with the target task. In practice, this means providing
in the example at least one instance of each action being used
to hint to the LLM the structure (i.e., name and type) of the
parameters.

You will be provided a summary of a task performed by a robot, and your
objective is to express this task as a behavior tree in XML format.

The behavior tree represents a mobile robot tasked to visit two locations:
(7,1) and (4,8). The available actions are: "MoveTo"

<root BTCPP_format="4">
<BehaviorTree >

<Sequence >
<MoveTo x="7" y="1"/>
<MoveTo x="4" y="8"/>

</Sequence >
</BehaviorTree >

</root>

The behavior tree represents a mobile robot tasked to visit a sequence of
locations: ((0,0), (2,3), (4, 7), (5, 11)). The available actions are: "MoveTo"

For example, this is the prompt used for Task 1. On top,
in grey, there is the system prompt used to define the general
task of the LLM. Followed, in blue, by the instruction provided
as an example. This is a simplified version of the target task
where only two locations are visited. Then, the corresponding

2https://emanual.robotis.com/docs/en/platform/turtlebot3/overview/

behavior tree where the format of the action is exemplified.
Last, in green, there is the description of Task 1.

As before, first, we evaluate the syntactic correctness of the
behavior trees generated by each model. Table IV shows the
results obtained. LlamaChat, both with zero-shot and one-shot
prompts, is rather consistent and achieves syntactic correctness
for most of the behavior trees. CodeLlama has problems ob-
taining correct results when no example is provided, possibly
because, by being focused on code generation the model was
exposed to more diverse types of behavior trees. Nonetheless,
with a one-shot prompt, CodeLlama only fails to generate a
syntactically correct behavior tree only in one case. It is worth
noting that the failure is caused by reaching the maximum
number of available tokens during generation. This problem
appears when the LLM decomposes the behavior tree in
multiple subtrees causing an unnecessarily lengthy solution.
In general, multiple iterations of the same prompt can be used
to achieve a syntactically correct result.

Table V shows the results obtained after testing the behavior
trees using our validation system. We performed the validation
considering three different outputs. One is the direct output
obtained by using zero-shot prompts, then the output of one-
shot prompts as previously described, and lastly, the output of
one-shot prompts corrected using a basic static analysis. The
result of the static analysis on the behavior tree created using
a zero-shot prompt is not reported since it provides no benefit.

<root BTCPP_format ="4">
<BehaviorTree >
<Sequence >

- <Fallback >
<Sequence >

- <Action ID=" moveToNewConfiguration"
- goal_pose ="{ goal_pose }" />
+ <Action ID=" moveToNewConfiguration" />

<Sequence >
- <Action ID=" CheckForTarget"
- target ="{ target }" />
+ <Action ID=" CheckForTarget" />
- <Fallback >

<Sequence >
- <Action ID=" ApproachTarget"
- target ="{ target }" />
+ <Action ID=" ApproachTarget "/>

</Sequence >
- <Action ID=" MoveBack" />
- </Fallback >

</Sequence >
</Sequence >

- <Action ID=" MoveBack" />
- </Fallback >

</Sequence >
</BehaviorTree >
</root >

This is an example of how behavior trees are corrected
via static analysis. The corrected behavior trees are obtained
by removing the extra parameters from the actions, and by
removing unrecognized actions. In some cases, these changes
lead to empty control sequences that are then removed.

The validation process shows that behavior trees generated
with a zero-shot prompt consistently fail to achieve the target
task. Most of the time this is because there is a mismatch
between the provided parameters and the expected format.



When provided with examples, both models obtain better
results. Simpler tasks that contain basic execution flows are
correctly generated. In more complex tasks that include a
form of control flow (e.g., “During navigation a location may
become unreachable, if this happens, skip it”), the behavior
tree fails because the LLM fails to understand the request
or because actions are added to try to capture this control
flow. In this second case, the behavior tree is successful after
the action is removed via static analysis. In sum, the best
results are achieved by LlamaChat when prompted with an
example and after a cleanup of the behavior tree using static
analysis. When inspecting the results, CodeLlama is more
effective at creating complex and articulated behavior trees,
often including subtrees, and comments. However, it fails to
understand the request provided in the more complex prompts.

V. CONCLUSION

We introduce a novel approach in robotics, enabling large
language models with at most 7 billion parameters to generate
executable behavior trees tailored for robot behaviors. We
conducted a comparative analysis using Alpaca, LlamaChat,
and CodeLlama, to identify the most suitable model for the
task of generating ready-to-use behavior trees. To enhance
the generation capabilities of these base models, we created
a new instruction-following dataset specifically designed for
fine-tuning behavior tree generation. The generated behavior
trees have been evaluated in terms of syntactic accuracy, as-
sessed with Groot2, and semantic accuracy, using our custom-
developed validator. Furthermore, their performance was as-
sessed within a simulation environment and in real-world de-
ployment on a physical robot. Our assessment shows how fine-
tuned models perform better than base models. In particular,
LlamaChat is the best model overall, although CodeLlama still
demonstrated notable performance. This work showcases the
efficiency of compact large language models in directing au-
tonomous agents like robots. Furthermore, behavior trees offer
a flexible solution thanks to their inherent modularity, enabling
seamless expansion through the incorporation of additional
prompts and hence additional robot functionalities. Finally, our
approach offers a plug-and-play solution, to transition from the
LLM to direct execution on the robot.

The main limitation of using an LLM to generate robot
behavior is the challenging tasks of evaluating and validating
the correctness of the solution. In our work we managed to do
so using a custom-developed validator, however, it is limited to
behaviors where the solution is already known. In the future,
we plan to deploy our system directly on the robot, therefore,
we will focus on how to provide an automatic validation of the
generated behavior tree. An option can be the use of milestones
in the task to provide intermediate constraints and validate
simpler behaviors. Alternatively, an auxiliary LLM can be used
to regenerate the description from the XML and compare it
with the original prompt.

The final aim of this work is to provide a direct interface
between a user and the robot. Using this interface, the user
can describe a task using natural language and the robot

will execute it without the need for direct support. Solving
this challenge has significant potential to improve human-
robot interaction and the capabilities of autonomous robots
in a variety of fields such as service robotics, autonomous
industrial inspections, and last-mile logistics.
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